
Abstract. Metal–histidine complexes are recurrent
structural motifs in proteins exhibiting long-range elec-
tron transfer (ET), being involved both as electron do-
nor or acceptor groups and as bridges which mediate ET
between other cofactors. That observation suggests that
the histidine residue could play an active role in ET,
beyond that of simply binding the metal ion. Density
functional theory and ab initio computations, performed
on a simplified model system of the ET chain in semi-
synthetic Zinc cytochromes, confirm that expectation,
suggesting that the nitrogen site of the histidine ring can
exchange both a proton and a whole hydrogen atom
with its redox partners. This finoling indicates that
proton-assisted ET appears to be a plausible mechanism
in this system.

Keywords: Electron transfer – Proton-assisted electron
transfer – Ruthenium complexes – Histidine residues –
Density functional theory computations

1 Introduction

The high efficiency and specificity of long-range electron
transfer (ET) in biochemical systems is certainly strongly
related to their structural features. Recent developments
in high-resolution X-ray diffraction and spectroscopy
have just opened the way towards the understanding of
the structure – property relationships in such biosystems
[1, 2, 3], a key step for achieving one of themajor objective
research pursuits nowadays: designing molecular ma-
chines which are able to reproduce the functions and
efficiency of their biochemical counterparts [4, 5, 6, 7].

ET proteins have very complicated structures, but, in
spite of their complexity, they exhibit many common
features, such as the presence of metal centres, which are

usually coordinated to one or more histidine residues of
the protein backbone or to porphyrin rings. Iron ions are
usually coordinated to porphyrin rings, as in the heme
group, but in photosynthetic reaction centres (RCs) the
two most important redox cofactors, the primary and
secondary quinone, are linked together by a bridge
constituted by a non-heme iron ion, Fe(II), coordinated to
four histidine residues [8].Differentmetals, such as copper
or nickel, are usually coordinated to amino acid residues,
especially to histidine. Metal–histidine complexes are the
redox sites in azurin and plastocyanines, where a single
copper–histidine complex is present [9, 10], and in cyto-
chrome oxidase, where a binuclear copper site acts as an
intermediate for long-range ET from an external
cytochrome c group to the iron ion of the hemeA3 group,
the site where the reduction of oxygen to water occurs
[11]. Finally, Ni–Fe hydrogenases, which catalyse the
reversible oxidation of molecular hydrogen, contain a
single Ni–Fe active site, with the Ni ion coordinated to
four cysteine residues and to an additional ligand, tenta-
tively assigned as a l-oxo species [12].

In this paper we focus our attention on such metal–
histidine complexes, in the attempt to understand if there
are structural features which make them particularly
suitable for long-range ET. The histidine residue could,
in fact, play an important role in long-range ET, because
its N–H group can be involved in acid–base equilibria,
with the effect that protonation or deprotonation of the
histidine nitrogen not coordinated to the metal ion could
stabilize different redox states of the latter.

To better substantiate this concept, let us consider a
metal cation M with two stable oxidation states, M(II)
and M(III). Let us assume that in the M(II) oxidation
state the chemical bond between M and the histidine
nitrogen can be represented as a usual dative bond, with
the nitrogen lone pair shared by the two nuclei and one
unpaired electron localized on the d orbitals of M ,
structure I of Scheme 1. Under particular circumstances,
i.e. an electric field created by oxidation or reduction of
a molecule close to the metal complex, the unpaired
electron could also be localized on the imidazole ring,
giving the metastable electronic structure II which can
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evolve into structure III by releasing a hydrogen atom.
The effect of this electronic rearrangement is the oxida-
tion of the metal ion and the formation of a hydrogen
atom, which can then reduce another redox centre of the
protein. Hydrogen-atom shifts are in fact common
processes in the chemistry of radicals, exhibiting low
energy barriers [13]. The reason why such a process
could be favoured in proteins rests on the fact that the
electrostatic charge of the metal complex is not varied
upon oxidation, so the process can occur without
involving the slower motions of counterions. As a matter
of the fact, many redox reactions in proteins require
small solvent reorganization energies [14, 15, 16].

On the other hand, one can envision that the N–H
group of the histidine ring can neutralize negative
charges produced by redox processes involving neigh-
bouring groups, hydrogen-bonded to the histidine ring.
That can, for instance, occur if the stablest electronic
configuration of the metal–histidine complex is that of
structure IV, with the dative bond formed when the
metal ion has a formal oxidation state +3. The release
of a proton can lead to electronic rearrangement to-
wards structure V, in which the metal ion is formally
+2, so that even though ET has not yet taken place –
the process IV!V is a charge transfer from histidine to
metal – the complex already has the electronic configu-
ration of the reduced form, for instance a lower ioniza-
tion potential, and is therefore able to release an electron
to another redox centre. In the latter case, the metal–
histidine complex acts as a bridge for ET between two
redox cofactors, as shown in Scheme 2:

A� � � �H-His-M3þ B

#
A-H � � �His-M2þB

#
A-H � � �His-M3þ B�

#
A � � �H-His-M3þB�

Scheme 2.

In order to apply these concepts to concrete exam-
ples, let us consider two cases in which metal–histidine
complexes act as bridges for long-range ET: the bacterial
photosynthetic RC and the cytochrome oxidase. In the
former system, two redox cofactors, the primary (QA)
and the secondary quinone (QB), are held together by a
bridge constituted by an iron ion (Fe2þ) coordinated to
four histidine and one glutamic residues. Two histidine
residues are hydrogen-bonded to QA and QB, so that a
continuous chain of hydrogen bonds connects QA to QB,
through the metal–histidine complex [8]. Theoretical
studies have shown that ET from Q�A to QB can occur via
a proton-assisted ET (PAET) mechanism, consisting of
an initial shift of the hydrogen-bonded histidine proton
towards the oxygen of Q�A, followed by a double
hydrogen-atom transfer in the opposite direction. The
latter step causes the reduction of QB to neutral semi-
quinone and the simultaneous oxidation of QA–H to
quinone (Scheme 3) [17].

Q�A � � �H-His-Fe-His-H � � �QB

! QA-H � � � �His-Fe-His-H � � �QB

QA-H � � � �His-Fe-His-H � � �QB

! QA � � �H-His-Fe-His� � � �H-QB

QA � � �H-His-Fe-His� � � �H-QB

! QA � � �H-His-Fe-His-H � � �QB�

Scheme 3.

In the somewhat unusual ET mechanism illustrated in
Scheme 3, the electron carriers are whole hydrogen
atoms, which, by shifting their positions between the two
possible hydrogen-bond equilibrium sites in the hydro-
gen-bond chain connecting the two redox cofactors,
bring an electron from one end of the chain to the other,
without localizing it on the higher-energy state of the
bridge. That is possible if the electronic structure of the
metal complex can rapidly switch from form I to III of
Scheme 1, when a suitable perturbation, the arrival of an
additional electron on one end of the hydrogen-bonded
chain, is turned on.

As already mentioned, another example of a metal–
histidine complex which acts as a bridge for ET is pro-
vided by the binuclear CuA complex of cytochrome c
oxidase. That is a mixed-valence complex Cu(I)–Cu(II),
in which the two copper ions, held together by a bridge
of two sulphur atoms, are both coordinated to histidine
residues, (Fig. 1). The binuclear complex is connected to
its redox partner, a bis-histidine iron heme, by a network
of hydrogen-bonds, which involves the histidine of the
binuclear copper complex, a peptide linkage and one of
the two carboxylate groups of the iron heme [11]. In that
case, the additional electron released by a cytochrome c
to CuA could be localized on the histidine ring, as in
structure II of Scheme 1, thus promoting the release of a
whole hydrogen atom, which could then reduce the iron
heme. Indeed, Fourier transform IR difference spectra
have shown that the carboxylic group of the heme group
is partially protonated upon ET from CuA [18].

Ruthenium–histidine complexes have beenwidely used
as redox centres for studying ET paths in semisynthetic

Scheme 1.
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ET proteins. Among the various semisynthetic ET pro-
teins reported in the literature [19, 20, 21], one of the most
studied is a Zinc cytochrome c modified with the intro-
duction of a pentaamino complex of Ru(III). The metal
ion can be coordinated to several histidine residues, so
suitable complexation of different protein sites is a prac-
tical route to study, without changing the nature of the
electron donor and acceptor pair, how ET rates depend
both on the distance between the two redox partners and
on the molecular structure of the interposed bridge [22].

In Zinc cytochrome c, the electron donor group is a
Zinc porphyrin cofactor, which, upon excitation to its
first triplet state, transfers one electron to the Ru–histi-
dine complex. The kinetics of ET has been studied by
means of a flash–quench technique: the reduced ruthe-
nium complex is excited with a laser pulse in a high-
energy electronic state, from which the excited electron
(4d) is quickly removed by a strong electron acceptor,
leaving a hole in the t2g shell of the Ru ion. The sub-
sequent excitation of the Zinc porphyrin promotes ET
from the excited macrocycle to Ru(III); ET can then be
monitored by recording the absorption spectrum of the
ruthenium complex as a function of time. The ET step
and the charge-recombination process which follows ET
both occur in microseconds [23, 24].

It is worth noting that, at least in the case in which the
ruthenium complex is coordinated to His39, there is a
continuous chain of hydrogen bonds which connects the
two redox centres. In fact, the X-ray structure of cyto-
chrome c has shown that His39 is connected to the Zinc
heme cofactor by a chain of hydrogen bonds involving

Gly41, whose peptide nitrogen is at a hydrogen-bond
distance from one of the propionate groups of the heme
molecule, Ser40, and a structural water molecule [25]. The
hydrogen-bond chain is reported in Scheme 4.

Heme-COO����HN-CHO���HO-RSer40 ���HOH���HImHis39-Ru

Scheme 4.

It is therefore of interest to clarify if proton and/or
hydrogen atom shifts along the hydrogen-bond chain
can assist long-range ET in such a system, where the ET
path involves at least one peptide linkage, together with
hydrogen bonds formed by the side chains of specific
amino acids. With that purpose in mind, we will first
analyse the electronic structures of [Ru(NH3)5ImH]nþ

(n=2,3) complexes, focussing attention on the influence
of metal coordination on the histidine acid–base prop-
erties. Then we will consider the effect of a perturbation,
i.e. the arrival of an additional electron on a group close
to the ruthenium complex, by considering a model sys-
tem constituted by [Ru(NH3)5ImH]3þ and a semiqui-
none molecule held together by a hydrogen-bond chain
involving a peptide linkage.

2 Electronic structure of ruthenium–imidazole complexes

The geometries of complexes [Ru(NH3)5ImH]nþ,
n ¼ 2; 3, and [Ru(NH3Þ5Im]2þ were fully optimized by
using the Becke three-parameter hybrid potential with
the Lee, Yang and Parr correlation functional (B3LYP)/
density functional theory (DFT) method and the
standard 3-21g* basis set, for both Ru(II) and Ru(III)
oxidation states. Wherever not specified all the compu-
tations were carried out with that basis set. All the
computations were performed with the G94 package
[26]. Open-shell systems were studied at the unrestricted
Hartree–Fock (UHF) level of theory.

In analogy with electron paramagnetic resonance
(EPR) studies [27], we adopted a coordinate frame with
the z-axis directed along the NH3–Ru–Im axis and the x-
and y-axes rotated by 45� with respect to the other two
metal–ligand axes.

The Ru(III) complex is an open-shell system, for
which more electronic configurations are possible.
Here we considered only the doublet state, which
according to the EPR results is the ground state of
the complex [27]. Selected geometrical parameters of
the optimized structures of [Ru(NH3)5ImH]nþ, n ¼ 2; 3,
and [Ru(NH3)5Im]2þ are reported in Table 1 (for the
atom numbering see Fig. 2).

In all the cases, the ruthenium complexes are
approximately octahedral, with the imidazole ring being
essentially planar, and oriented in a staggered confor-
mation with respect to the four equatorial NH3 ligands.
All the computed metal–ligand distances are slightly
longer if compared with the X-ray data, available only
for the Ru(III) complex [27, 28, 29], but they are in line
with the general trend observed in the crystal structure:
the four Ru–NH3 distances are all similar, but for that

Fig. 1. The hydrogen bonded chain connecting the CuA and hemeA
cofactors in cytochrome c oxidase. From protein databank, entry
1OCC
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between the metal ion and the ammonia nitrogen
opposite the imidazole ring, which is slightly longer [29].
The Ru–N1 distance is significantly shorter than the
other ones. The experimental metal–ligand distances are
reported in Table 1, together with the results of DFT
computations and the results of an ab initio computa-
tion available in the literature [29].

The oxidation state of the metal has little influence on
the Ru–N distances, but for a slight variation in the Ru–
N1 and Ru–N4 ones, which are, respectively, 0.042 Å
longer and 0.12 Å shorter for the Ru(II) complex than
for the Ru(III) one (Table 1). In the case of Ru(II), the
complex has an axially distorted octhaedral coordina-
tion, whereas in the Ru(III) complex only the distance
between the imidazole ligand and the metal is signifi-
cantly shorter than the other ones, thus suggesting the
existence of significant interactions between Ru(III) and
the histidine ligand. That could reflect a partial distor-
tion of the octhaedral coordination upon the arrival of
one electron on the metal, value to the increased elec-
tronic repulsion between ligands and metal. The elec-
tronic structure of the two complexes is quite different
and that significantly affects the geometry of the imid-
azole ring (Table 1). For the Ru(II) complex, where the
metal ion has a closed-shell electronic structure, with a
completely filled t2g shell lying at significant lower energy
than the empty p orbitals of the imidazole ring, the
molecular orbitals (MOs) are essentially localized either
on the metal or on the imidazole ligand, the extent of
electron delocalization between orbitals of the two moi-
eties being quite low. In contrast, for the Ru(III) complex
there are significant interactions between the d orbitals of
the metal and the p MOs of the imidazole ring and that
causes significant changes of the bond lengths of the
imidazole ring. Inspection of Fig. 3, where the p MOs of
the imidazole ligand are reported for both complexes,
shows that they are quite different in the two metal oxi-
dation states; while for Ru(II) they are very similar to
what is expected for an isolated imidazole ring, with
bonding interactions prevalently localized between the
N1–C1 and C2–C3 pair, as expected if structure I of
Scheme 1 predominates over all others, in the case of
Ru(III) there are significant bonding interactions between

C1 and N7, and between N1 and C2, thus suggesting that
structure V of Scheme 1 can play a role. Accordingly, the
bond C1–N7 distance is significantly shorter for
the Ru(III) complex than for the Ru(II) one, in line with
experimental results, and the N1–C2 one is longer in the
former complex with respect to the latter (Table 1).

All these observations show that in the case of
Ru(III) a partial ligand-to-metal charge transfer from a
p orbital of the imidazole towards an empty t2g orbital of
the metal takes place. In fact, even though the EPR
analysis has shown that the unpaired electron is com-
pletely localized on the metal, which carries 0.98 of the
total spin density, and that finding is in agreement with
the results of our computations, which yields a spin
density at the metal site of 0.94, the additional positive
charge on the metal ion lowers the energy of the occu-
pied t2g orbitals, which are now close in energy to the p
orbitals of the imidazole ring and can then interact with

Table 1. Computed and experimental bond distances (Å) for [Ru(NH3)5ImH]nþ, n ¼ 2; 3, and [Ru(NH3)5Im]2þ complexes. The X-ray and
ab initio results are from Ref. [29]

DFT/B3LYP/3-21g� X-ray
Ru(III)–Im–H

Ab initio
Ru(III)–Im–H

Ru(III)–ImH Ru(II)–ImH Ru(III)–Im

Ru–N1 2.06 2.10 1.98 2.02 1.99
Ru–N2 2.19 2.20 2.19 2.07 2.15
Ru–N3 2.19 2.20 2.20 2.07 2.15
Ru–N4 2.22 2.10 2.20 2.11 2.18
Ru–N5 2.20 2.20 2.19 2.12 2.15
Ru–N6 2.20 2.20 2.19 2.07 2.25
N1–C1 1.36 1.34 1.45 1.31
N1–C2 1.41 1.41 1.39 1.41
C1–N7 1.34 1.37 1.31 1.31
N7–C3 1.41 1.39 1.43 1.39
C3–C2 1.37 1.38 1.39 1.34

Fig. 2. Atom numbering and optimized geometry of
[Ru(NH3)5ImH. 2þ�

306



them. Mulliken population analysis yields a net positive
charge on the imidazole moiety significantly larger than
those on the ammonia ligands (0.52 versus 0.38) for the
Ru(III) complex, whereas for the Ru(II) complex it is
slightly lower (0.23 versus 0.29).

A suitable benchmark property which allows us to
verify the reliability of the present computations is pro-
vided by the reduction potential of [Ru(NH3)5ImH]3þ.

The computed ionization potential of [Ru(NH3)5ImH]2þ

in the gas phase is 13.3 eV (Table 2). In order to compare
it with the experimental reduction potential measured in
aqueous solution, which is of the order of 0.15–0.12 V
versus the normal hydrogen electrode (NHE) [27, 28, 30],
solvent effects have to be taken into account. The latter
ones can be reliably modelled by using Tomasi’s polar-
izable continuum model (PCM) method [31]. The com-
puted relative energies of the complexes in the gas phase
and in water are reported in Table 3. The ionization
potential of the Ru(II) complex in water, computed at the
DFT/B3LYP/PCM level is 4.64 eV. The reduction po-
tential versus the NHE can then be obtained by using the
following equation [32]:

E0 ¼ IP� k� ENHE ; ð1Þ
where IP is the ionization potential, k is the total
reorganization energy, including both the contribution
deriving from solute–solvent interactions and from the

Fig. 3. Occupied imidazole p
molecular orbitals of
[Ru(NH3)5ImH]. nþ, n ¼ 2; 3

Table 2. Ionization potentials, N–H homolytic and heterolytic
dissociation energies (gas phase) and reduction potential (water
solution, volts) of [Ru(NH3)5ImH]nþ, n ¼ 2; 3. All energies in
electronvolts

Ru(III) Ru(II)

Ionization potential – 13.270
Reduction potential 0.16 –
DNH heterolytic 5.356 9.648
DNH homolytic 6.059 5.092

Table 3. Ab initio unrestricted Hartree – Fock/6–31 g relative
energies and Mulliken’s charges on Ru, imidazole, N-methylfor-
mamide (br) and semiquinone moieties for the intermediate states

formed according to the proton assisted electron-transfer mechan-
ism of Scheme 5. In the ab initio computation the basis set on the
Ru atom is the standard 3–21 g

DE (eV) Charges (au)

Ru Im br QH

Ru(III)-ImH� � �BrH� � �QH� 0.0 1.706 0.137 )0.045 )0.886
Ru(III)-ImH� � �Br�� � �HQH 0.300 1.705 0.137 )0.836 )0.074
Ru(II)-Im� � �HBr� � �HQH )0.419 1.696 )0.649 )0.028 )0.021
Ru(II)-ImH� � �BrH� � �QH: )2.12 1.399 0.0005 0.0084 0.034
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relaxation of the molecular structure upon the removal
of one electron, and ENHE is the absolute reduction
potential of the standard hydrogen electrode, i.e. 4.48 V
[33].

As we referred to the adiabatic ionization potential
rather than the vertical one, the contribution of the
internal reorganization energy is already included in the
relative energies reported in Table 3. The contribution of
the solvent was estimated by single-point PCM calcula-
tions, neglecting geometry relaxations in solution, which
are usually very small. The computed reduction poten-
tial of the complex is 0.16 V, in good agreement with the
experimental results.

Since the principal aim of this work is to study the
possibility that metal–histidine complexes could pro-
mote ET to a redox partner with a proton-assisted
mechanism, it is important to examine the modifications
in the electronic structure of these complexes induced by
the deprotonation of the imidazole ligand. The most
evident consequence of that process is a further mixing
of the MOs between the metal centre and the imidazole
ring, which causes a significant charge redistribution of
the complex: in fact the negative charge on the imidazole
is mostly transferred to the ruthenium ion, the residual
charge on the ligand being only �0:102 au. In this case
the spin density is not completely localized on the metal,
which carries about half of it, the remaining part being
distributed on the imidazole ligand. On the basis of these
results it can be envisioned that the deprotonation of the
imidazole favours an electronic redistribution of the
complex that facilitates the reduction of the metal.

It is worth noting that the acid–base properties of the
imidazole are strongly influenced by the coordination of
a metal ion. The computed energy for extracting a pro-
ton from the nitrogen site of the imidazole ring is only
5.35 eV (Table 3), at the DFT/B3LYP/3-21g� level,
when the imidazole is coordinated to [Ru(NH3)5]

3þ, a
very low value if compared with its counterpart for a free
imidazole molecule in the gas phase, 16.04 eV, computed
at the same level of theory, and for the Ru(II) complex,
9.65 eV. The reported results confirm that the pKa of the
imidazole ring of a histidine residue coordinated to a
metal ion in a protein structure can be very different
from the value measured in aqueous solution in the case
of the free amino acid, and that the functional role of
metal–histidine centres at the catalytic site of ET pro-
teins is strongly correlated with the possibility of general
acid–base catalysis by histidine residues induced by its
augmented proton dissociability.

3 Long-range ET in a model system

In order to better clarify the role of the histidine proton
in long-range ET, we have computationally analysed the
plausibility of a PAET [17, 34, 38] in a model system,
somewhat resembling the case of long-range ET from an
excited Zinc heme to [Ru(NH3)5ImH]3þ in semisynthetic
Zinc cytochrome c. In such systems, at least when
[Ru(NH3)5]

3þ is coordinated to His39, the X-ray
structure has shown that the electron donor and
acceptor groups are connected by a hydrogen-bond

chain, which involves a peptide linkage, a hydroxyl
group and a structural water molecule, in the sequence
shown in scheme 4 [25]. In order to simplify computa-
tions we have replaced the Zinc heme group with a
neutral semibenzoquinone (QH) and omitted both the
hydroxyl group and the structural water molecule, since
they are not expected to affect the energetics of the
stationary states formed during the PAET processes.
Water molecules and hydroxyl groups can exchange two
protons or two hydrogen atoms in a concerted mecha-
nism without changing their chemical structures, so their
contribution to the energetics of the stationary states
formed during the PAET process can be safely neglected.
The case of a peptide linkage is different because after a
double proton- or hydrogen-atom transfer the molecule
undergoes isomerization from the stablest keto form to
the enol one, which in the gas phase is predicted to be
about 13 kcal/mol less stable than the keto form [34].
That is a significant contribution to the energy of the
stationary states in which the enol form is present. Of
course, the situation is different when the kinetics of the
process is considered, because a concerted double
transfer of protons or hydrogen atoms, required when
a water or a hydroxyl group is present in the hydrogen-
bond chain, could require a higher activation energy,
but, since we are interested at the moment only in the
energetics of the ET mechanism, water molecules have
not been considered in the model system. The system we
have adopted to model PAET in a semisynthetic ET
protein is shown in Fig. 4.

The ET process which we are modelling here is
basically different from that occurring in semisynthetic
proteins; in the latter case ET is induced by the
absorption of a photon by the heme group, whereas in
the case we consider here ET from QH to Ru(III) is
triggered by the arrival of an additional electron on the
quinone. Furthermore, we assume that direct ET from
the semiquinone anion to the Ru(III) complex via tun-
nelling is ruled out by the smallness of the electronic
coupling term, so even though the ET process is highly
exergonic, the electronic state QH�Ru3þ has a lifetime
long enough to be detected.

The electron affinity of QH in the gas phase is much
lower than that of [Ru(NH3)5ImH]3þ, so the initial state,

½RuðNH3Þ5ImH�3þ � � �HN-C ¼ O � � �QH�;

Fig. 4. The adopted model system for studying long-range electron
transfer involving [Ru(NH3)5ImH] 3þ as an electron acceptor
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is expected to be a highly excited state of the system. To
estimate the energy of this state one can resort to two
different approaches. The most direct one is that of using
time-dependent (TD)/DFT [35] or multireference con-
figuration interaction [36] methods to estimate the
energies of the electronically excited states. On the other
hand one can try to achieve self-consistency in an excited
electronic state by using the minimum-energy geometries
of the desired excited state and a suitable initial guess. In
this paper both methods have been considered. While
TD/DFT, performed with the Gaussian98 package, did
not give any problems, converging to states with the
desired electron densities, UHF/DFT always converged
to the final state, i.e. that with the additional electron on
the ruthenium atom. However, UHF ab initio compu-
tations performed by GAMESS package [37] yielded
electronic states with the desired electron densities on
each moiety, when performed on the appropriate
geometries, with suitable initial guesses and inclusion
of counterions around the ruthenium complex, placed in
the same positions as observed in the X-ray structure
[29]. The results of UHF ab initio computations and
TD/DFT are very similar to each other; therefore, we
discuss only those obtained at the TD/DFT level, ab
initio results being summarized in Table 3, together with
Mulliken charges for the molecular components of the
model system of Fig. 4.

To better estimate energy differencies between the
intermediate states formed in the PAET mechanism we
expanded the basis set to 6–31 g for performing UHF ab
initio computation, adding polarization functions on all
the atoms engaged in hydrogen bonds. Although Mul-
liken’s population analysis yields only a qualitative pic-
ture of the electronic distribution centred on nuclei, that
is enough for our purposes, since we are only interested
in the charges localized on a whole molecular moiety in
the supramolecular aggregate.

In order to obtain the energy of the initial state, that
with the additional electron wholly localized on QH,
weperformed a single-pointTD/DFTcomputationon the
model system of Fig. 4, using the optimized geometries of
[Ru(NH3)5ImH]3þ, N -methylformamide and QH�. As
alreadymentioned, the ground state of the system exhibits
the electronic configuration of [Ru(NH3)5ImH]2þ and
QH; the state with the additional electronwholly localized
onQH is predicted by TD/DFT computation to be 3.7 eV
higher in energy than the ground state and corresponds to
a transition from a t2g orbital of the ruthenium ion to the
lowest unoccupied MO, which is an antibonding p level
wholly localized on QH.

The first steps of PAET should consist of proton
transfer from the N–H of the peptide bridge to QH� or,
alternatively, of a concerted double proton transfer from
the N–H ligand to N -methylformamide and from the
latter to QH�. The single proton-transfer step is predicted
to be slightly endergonic, around 0.1 eV, but, as already
observed in previous works [34, 38], the energy difference
is not high enough to rule out this step from the possible
reaction paths. On the contrary the concerted transfer of
the two protons lead to a intermediate state which is sig-
nificantly at lower energy than the initial state (1.3 eV), so,

even though the activation barrier for concerted proton
transfer is expected to be higher, the high exergonicity of
the process suggests that in this case the transition state
would be located near the reactants, the so-called early
transition state, so the energy barrier for the concerted
double proton transfer is expected to be low.

As previously shown, when the imidazole ring
releases a proton, a charge transfer from the imidazole
ring to Ru(III) occurs, so the negative charge is no
longer localized on the ligand, but it is mainly trans-
ferred to the metal centre, which is then reduced to
Ru(II). The moieties forming the hydrogen-bond chain
are now back in the neutral state, and the stablest nu-
clear configuration is restored by shifting back two
whole hydrogen atoms, from the hydroxyl group to the
imidazole nitrogen and from the quinone to the nitrogen
of the peptide linkage, leading to the ET products. That
step is also exergonic (2.35 eV) and yields the ET
products in their ground state. The whole PAET mech-
anism is summarized in Scheme 5, together with the
energy differences predicted by TD/DFT.

Ru(III)-ImH � � �BrH � � �QH�

! Ru(III)-ImH � � �Br� � � �HQH DE ¼ 0:1 eV

Ru(III)-ImH � � �Br� � � �HQH

! Ru(II)-Im � � �HBr � � �HQH DE ¼ �1:35 eV
Ru(II)-Im � � �HBr � � �HQH

! Ru(II)-ImH � � �BrH � � �QH DE ¼ �2:30 eV
Scheme 5.

On the basis of the results, PAET appears to be a
plausible alternative to direct ET via tunnelling.

4 Conclusions

The results reported in this paper show that the histidine
ligand can play an active role in long-range ET involving
metal–histidine complexes as a primary electron accep-
tor group. The nitrogen atom of the histidine ring not
coordinated to the metal ion can in fact exchange both
protons and hydrogen atoms with neighbouring groups,
when a suitable perturbation, such as the arrival of an
additional electron on a redox partner, is turned on.
Moreover, computations have shown that one of the
peculiar aspects of these complexes is the possibility of
localizing an unpaired electron both on the metal ion
and on the imidazole moiety, depending on the proton-
ation state of the ligand. Thus, deprotonation of the
imidazole ligand is strictly connected to reduction of the
metal ion, induced by charge transfer from the ligand to
metal. According to this finding, long-range ET in
proteins where the metal–histidine complexes are con-
nected to their redox partners by a hydrogen bond chain
could occur by a proton-assisted mechanism, in which
the electron carriers are whole hydrogen atoms, which
migrate from the electron donor to the electron acceptor
group along the hydrogen bond chain which connects
them.
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That alternative way of thinking about long-range ET
in proteins appears particularly appealing in all those
cases where the distance between the two redox partners
is long enough to make the effective electronic coupling
between them, the key parameter which regulates ET
rates in all current theories [39, 40], extremely small, of
the order of a few reciprocal centimetres. In those cases,
the probability that ET occurred via tunnelling or
superexchange mechanisms appears to be very low and
alternative mechanisms are therefore needed [41]. PAET
is fully compatible with the known chemistry of organic
radicals [42], where hydrogen-atom transfers are known
to occur easily, requiring small activation barriers, and it
is also in line with recent results obtained for self-
exchanges in iron bi-imidazoline complexes. In these
complexes both the kinetics and thermodynamics suggest
that the self-exchange reaction occurs by a net hydrogen-
atom exchange reaction, rather than by stepwise mech-
anisms involving only proton transfer and/or ET [43].
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